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OVERVIEW

• Our Accurate and Robust 

Approach

• Open Source Tools

• PMCs vs gem5 Statistics

• Power Estimation
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WHY POWER ESTIMATION?

• Make energy-savings by controlling operation.

– DVFS (dynamic-voltage frequency scaling) and DPM

– Task scheduling and mapping

• Make decisions based on real-time power ‘measurements’

• Design-space exploration

• Evaluating new power management strategies

• Research power-optimized software (microcode to applications)

• SOC architecture & design balancing for power and performance
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POWER MODELLING APPROACHES

• Take a design specification (e.g. pipeline stages, ROB size etc.)

• Simulate gates and toggle rates

• Uses statistics from an architectural simulator (e.g. gem5)

• : flexibility to specify any design; cache size, etc.

• : large errors, slow, limited validation

• Characterise a specific device

• Estimate relationship between measured power and stats, e.g. PMCs

• : accurate and lightweight

• : specific to the device they were built on
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POWMON METHODOLOGY

1. Run workloads
@ different DVFS levels

39 workloads used: MiBench, 
LMBench, Roy Longbottom, 
ParMiBench and ALPBench

ODROID-XU3
Exynos-5422
4x Cortex-A7
4x Cortex-A5

2. Record
• PMCs
• Power, Voltage, 

Temperature, etc.

3. Choose PMCs
Hierarchical cluster analysis,
Correlation matrix analysis,
Exhaustive search, etc.

5. Validate
• K-fold cross validation
• R2 : > 0.99
• Error: 2.8 – 3.7%

6. Uses
• OS Run-time 

management
• Reference for research
• gem5 add-on

4. Build Model
• OLS multiple regression
• Considers collinearity and 

heteroscedasticity
• “sensible” equation

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.



6

THE POWMON APPROACH

A power model’s stability is more important than its average error

• Appears accurate, but performs poorly with diverse workloads

• Remains accurate across a diverse range of workloads and scenarios

• Requires careful choice of inputs (PMCs) & observations (workloads)

Eg: choose 3 sensors and appropriate training data to estimate colour:

Training Dataset A: Training Dataset B:

Input Colour Channel A: Input Colour Channel B:

Unstable Stable
M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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PERFORMANCE MONITORING COUNTERS

CPU Registers that count architectural and microarchitectural events

– E.g. L2 cache miss, TLB access, integer instruction, etc.

• Available on several platforms (e.g. ARM, Intel, AMD); low overhead

• Many different available events (>70)…

• …but a small number (e.g. 4-6) can be monitored simultaneously

PMCs are often selected using intuition – e.g. try to split PMCs into 

different sub-architectural units. However can be problematic as:

• They may not gather enough information

• Different PMCs are correlated (can make a model unstable)
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HIERARCHICAL CLUSTER ANALYSIS

• HCA groups 

similar events 

together

• Output is a 

dendrogram

• This allows PMCs 

to be grouped

into clusters

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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HIERARCHICAL CLUSTER ANALYSIS

• We combine clusters with correlation of each event with CPU power

• : Choose PMCs with a high correlation with power, avoiding 

ones from the same cluster 

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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STABLE vs UNSTABLE MODELS

1) Training and validating the model with a ‘typical’ set of workloads

Both unstable and stable model seem good (<2.5%)

: Small set of 20 typical 

workloads (S.T), e.g. MiBench

: Small set of 20 typical 

workloads (S.T), e.g. MiBench

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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STABLE vs UNSTABLE MODELS

2) Validating the same model with a ‘full’ set of workloads

Both models perform poorly, errors > 7%; not enough information from training 

workloads.

: Small set of 20 typical 

workloads (S.T), e.g. MiBench

: Full set of 60 diverse 

workloads (F)

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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STABLE vs UNSTABLE MODELS

3) Training and validating the model with a ‘random’ set of workloads

Stable model copes better with workload diversity

: Small set of 20 

random workloads (S.R)

: Small set of 20

random workloads (S.R)

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.



13

STABLE vs UNSTABLE MODELS

4) Validating the same model with a ‘full’ set of workloads

Accuracy of stable model close to full training set (E); unstable model poor

: Small set of 20 

random workloads (S.R)

: Full set of 60 diverse 

workloads (F)

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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STABLE vs UNSTABLE MODELS

Our stable approach achieves a low average error and narrow error distribution 

compared to existing techniques. Models trained with 20 workloads, validated 

with 60. 

: Small set of 20 

workloads

: Full set of 60 

workloads

[a] M. Pricopi, T. S. Muthukaruppan, V. Venkataramani, T. Mitra, and S. Vishin, “Power-performance modeling on asymmetric multi-cores,” CASES ’13.

[b] M. Walker et al., “Run-time power estimation for mobile and embedded asymmetric multi-core cpus,” HIPEAC Workshop Energy Efficiency with Hetero. Comp. 2015

[c] S. K. Rethinagiri et al., “System-level power estimation tool for embedded processor based platforms,” RAPIDO ’14. New York, 2014.

[d], [e] R. Rodrigues et al, “A study on the use of performance counters to estimate power in microprocessors,” IEEE TCAS II, vol. 60, no. 12, pp. 882–886, Dec 2013. 

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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ROBUST MODEL FORMULATION

• Relationships between power and other variables is not captured

• Too many independent variables -> instability

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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ROBUST MODEL FORMULATION – WHY?

• frequencies * core utilisations * workloads * average workload time

• By splitting model into static and dynamic, all workloads can be run 

at a single frequency, with just one (i.e. sleep) at all frequencies

• Once power has been divided into components, can apply theory to 

different parts.

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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ROBUST MODEL FORMULATION – WHY?

power and power for 30 different workloads

M. J. Walker et al., "Accurate and Stable Run-Time Power Modeling for Mobile and Embedded CPUs," in

, vol. 36, no. 1, pp. 106-119, Jan. 2017.
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AVAILABLE TOOLS

www.powmon.ecs.soton.ac.uk 

http://www.powmon.ecs.soton.ac.uk/
http://www.powmon.ecs.soton.ac.uk/


19

AVAILABLE TOOLS

www.powmon.ecs.soton.ac.uk 

http://www.powmon.ecs.soton.ac.uk/powermodeling/downloads.html
http://www.powmon.ecs.soton.ac.uk/powermodeling/downloads.html
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gem5 POWER ESTIMATION

Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”

Run Workloads
(benchmarks)

Executed on Hardware 
ODROID-XU3 (#60)

Executed on gem5 model of 
the same hardware (#15)

Record
• PMCs
• Power, Voltage 

Record
• Activity statistics

Choose PMCs, model 
building and validation

Selection of activity 
statistics similar to PMCs

Empirical 
Power Model

Gem5 model of the 
hardware

Estimated power on 
gem5 model

Modelling Methodology gem5 Architectural Model
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Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”

PMC SELECTION

• Our Cortex-A15 power model uses the following seven PMCs: 

– : active CPU cycles 

– : instructions speculatively executed 

– : level 2 data cache accesses - read 

– : unaligned accesses 

– : instructions speculatively executed, int data processing 

– : level 1 instruction cache accesses 

– : bus accesses 

• Suitable gem5 event counts for PMC events 0x6A and 0x73 

were not available; the model was rebuilt without these
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MODEL VALIDATION (vs HARDWARE)

Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”
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MODEL VALIDATION (vs HARDWARE)

• Would expect greater error, as only using 4 PMCs, and gem5 

doesn’t model temperature or voltage variation.

Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”
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ARCHITECTURAL MODEL

• A detailed OoO model of the 4-core 

Cortex-A15 in FS mode

• Instruction timing in execution stage 

configured as per (Endo et al., 2015). 

• Integer instructions have latencies of 

1 (ALU), 2 (x) and 12 (÷), and default 

latencies for FP instructions. 

• Integer and floating point stages are 

pipelined. 

• Cortex-A15 has two levels of TLB

rather than one. To compensate, the 

ITLB and DTLB are over-dimensioned.

Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”
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gem5 EVENTS VS HARDWARE PMCs

• 15 MiBench workloads

• 4 frequencies:

– 200 MHz

– 600 MHz

– 1000 MHz

– 1600 MHz

Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”
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gem5 EVENTS VS HARDWARE PMCs

• Specification error in the simulator:

– in the fetch stage contributes to the I-cache miss error. 

– in the TLB models contributes to the reported error in execution 

time and activity statistics.

• LPDDR3 DRAM in gem5 corresponds to 800 MHz, vs 933 

MHz in the hardware.

Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”
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MODEL VALIDATION (gem5 vs HARDWARE)

Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”
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MODEL VALIDATION (gem5 vs HARDWARE)

Karunakar Basireddy, Matthew Walker, Domenico Balsamo, Stephan Diestelhorst, Bashir Al-Hashimi, Geoff Merrett, “Empirical CPU power 

modelling and estimation in the gem5 simulator”
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CONCLUSIONS

• Appropriate workload selection

• Stable PMC selection

• Robust model formulation

• Real hardware vs modelled architecture

• PMCs vs gem5 event stats/exec. time

• 10% error in gem5 vs hardware model

• www.powmon.ecs.soton.ac.uk 
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